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Speaking and Listening
in CALL

= A brief history of CALL

1950s —- 1970s
Behaviouristic CALL

1970s to 1980s
Communicative CALL

1990s onwards
Integrative/Multimedia CALL
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Speaking and Listening
in CALL
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Storyboard exercises
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Speaking and Listening
in CALL

Tracy Talk -~ The Mystery by CPI
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Speaking and Listening
in CALL
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A la Rencontre de Philippe
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|
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Speaking and Listening
in CALL

Computer-controlled audio cassettes and branching
programs

Digitised speech
Multimedia (video and animation)

Computer-Mediated Communication including audio
chat and audio and video conferencing
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Zoe Handley
Department of Education, University of Oxford

Unfiled Notes Page 2




Speech Technology in CALL

«wwil- Speech Technology [

= Speech synthesis
- Text-to-Speech (TTS) synthesis
= Speech recognition
— Automatic Speech Recognition (ASR)

— Introduction

— Language learning

— Benefits and challenges
- Effectiveness

«wwill-  Speech Synthesis -

“syst that allow the n of novel messages, either
from scratch (i.e. entirely by rule) or by recombining shorter pre-
stored units’

(van Bezooljen and van Heuven, 1997: 709)

<anpniti| -

Synthetic speech -

m Speech synthesis is not
— Recorded speech (CD, MP3)
— Waveform manipulation

m Waveform manipulation

Ledefsfolshefrfsfofol

(Hattori and verson, 2007)

— Speech Synthe5|s Ibipberebtrn

il Text-to-Speech Synthesis - [

= The man (and he certainly was one!} just said,
“Maybe. I'll see. | can't promise.”

= Dr. Jones lives at 11 School Dr. and works on the
corner of St. James St.

= Challenges

=

gl tation, text nor ion, ambiguity, heterophones

Text-to-Speech Synthesis:
Architecture

avbrimtiill - I TP,

= Two tasks. two medules
— Natural Language Processing (NLP) module
+ Testtc-Phonemes (TTP)medule
*+ Input Text
* Qutput Narrow phonetic Sgranted n ! the

= Digital Signal Processing (OSF) module
+ Phoneme-to-Speech (PTS)madule
* Input Namow phonetic tranacription
+ Output Speech! wave form

TEXT-TO-SFPEECH STHTHESIZER I E

o s e
- — p— o
T - T

oy

Dutoit (1997) L
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Speech Technology in CALL

-« - Phoneme-to-speech module pﬁ'mmm»-

= Formant synthesis (parametric synthesis)
= El y models the fi of the ic signal which are
necessary from the point of view of perception

= The formats are the frequencies of the different resonant cavities of
the vocal tract

= Formant synthesis (parametric synthesis)

107 s
v o commea.

Dudley's Voder

«wiill - Phoneme-to-speech module - e

~willl - Phoneme-to-speech module r?‘mmw'-

Segmental quality
~ Bad vowels, good consonants
- r than formant synthesis for consonant clusters and vowe! durations in stressed
sylables
Coarticulation
= No segment provides a perfect account

Prosody
= More natural than formant synthesis
Flexibilty

- Anew database is needed for each new voice and style of speech
= Only permis the modification of duration, pitch and amphtude within a narrow range 17

= Reading machines for the blind

= Augmentative and Assistive
Communication (AAC) —
- e.g. Stephen Hawking

«wwil - Concatenative synthesis - -
= Concatenative synthesis Acapela Text to Speech Demo
- Segments of pre-recorded human speech are combined to generate Z = Nuance RealSpeak
new utterances = -
T = Cepstral
i &
y = CereProc
Units of Synthesis 7
15 16
i " -10- n i m
— Quality of . yT— ——" Text-to Spe_eclj Synthesis T—
Concatenative Synthesis Applications
_ O_wfv:lrl:'umvm high to very low n Talklng toys
= Only produces possidle human speech sounds

Zoe Handley
Department of Education, University of Oxford

Unfiled Notes Page 4




Speech Technology in CALL

CALL Applications : ;
<svhwvhittil] - PP [ A— ~vbminiti| Readln machlne [
of TTS synthesis ' g
= Reading machine
= Talking dictionary
= Talking text
:atd Talking word processor
= Pronunciation models o T Come
= Dictation
. T g B = Grapheme< phoneme
= Conversational partner exercises
Ouxford Hachette 4 French Dictionary
on CO-ROM
(Handley and Hamei, 2005 Handley 2009)
1 20
«wii- Pronunciation Model - wwi - Conversational Partner |
e "]
In combination with automatic
Fele L oW = Practice of individual and spech recogniion, speech
A il i combined phonemes understanding, the generative
=y - power of TTS synthesis can be
3 e i e ey s eri e hamessed to provide leamers wih
A (listening) interactive speaking practice, ie. a
Mo | - Repetition dialogue partner
(pronunciation)
;J. [ — Examples
| = Practice of intonation and ® SCIL (Spoken Conversational
e prosody (the music of n'ge«a;noﬂ ?‘mu&e Leaming)

e L | speech) ‘-:::s ;::aSDS (Sploﬁen Dislogue Mr Smoketoomuch Monty Python
—e=_ |8 | . | — Auditory discrimination System) (Raux and Eskenaz; sketch (KTH, 1999)
SAFRAN wipstmen ... listening) ! '

i g 2004)
s - Repetition
SAFevo (Hamel 1998; 2003) {pronunciation )

L ]

Benefits

= Easy creation and editing of
speech samples

= Simultaneous presentation
oftext and speech

= Low storage req

= Generation of examples on
demand (Sherwood, 1981)
and therefore the automatic
generation of feedback,

tumns, and

exercises with speech

_:im«.. e

R

Is speech synthesis
ready for use in CALL?

Basic research evaluation of TTS synthesis for use in CALL
~ Viabilty and potential benefits of the use of TTS synthesis in CALL

- Wtttperbpes-

Technology evaluation of TTS synthesis for use in CALL
= Adequacy of TTS synthesis for use in CALL

= Non-human and therefore models Judgemental evaluation of the CALL application
perceived as non- — Patential of the CALL program to provide ideal conditions far SLA
judgemental

= Adds value to CALL, ie
brings about new
possibilities such as
provision of interactive
conversations

= |mproves on possibilities
other media provide, but
does notadd value, i.e.
bring about new

Judgemental evaluation of the teacher-planned activity
- Potential of the planned activity o provide ideal conditions for SLA

Usage evaluation of the teacher-planned activity
~ Learners performance in the planned activity

possibilities » This framework presented in Handiey and Hamel (2005) is 8 combination of the levels of
23 evaluation recommended by Chapelie (2001) for the evaluation of CALL activities and b4
ELSE (1999) for the evaluation of Speech and Language Technalogies (SALT)
Zoe Handley
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Speech Technology in CALL

Is speech synthesis o
ready for use in CALL?

2 T of TTS sy foruse in CALL
S1ratl el al (1987) evaluated the qualﬂy ola Spanish TTS synthes:s chip for
of laboratory

ettt

- Handley and Hamel (2005) |nwshgaled the requirements of CALL in an
exploratory evaluation of a French research TTS synthesis system

Handley (2009) asked a group of French teachers to evaluate the quality of

the speech generated by a range of French TTS systems with respect to

their use in the three different roles in which TTS is being used in CALL. (1)
model

reading machine, (2) model, (3)
- Kangeetal (2006) inan evaluauon involving Japanese learners of English
ofa ial English TTS system with that of
natural speech
5 Usage of the teacher- activity
Process oriented

- Cohen (1993) evaluated the use of a talking word processor to support
literacy activities, namely writing stories , for young learners of French

e

- .nmmd{{t‘

[Foundations |+ Needs |

Speech synthesis in (TH—
CALL: Summary

= Despite the potential benefits of the use of TTS
synthesis in CALL, namely the unique capacity to
generate speech models on demand, research is still
inits infancy

Technology - Proiolype e Evaluation |
| Anaysis | | Adaptations | |Development| —
Speech synthesis

(Holland and Fisher, 2008)

2%

«wwi- Speech Recognition

= Automatic Speech Recognition (ASR)

“Speech recognition is the process of converting an
acoustic signal, captured by a microphone, or
telephone, to a set of words”

(Zue, Cole et al. 1996: 4).

27

wwwil- Waveform displays o

Tell Me More from Auralog 2

Speech Recognition: yT—

ety -
Challenges
= Creativity = Variation
= Inter-speaker
= Continuous speech - Contextual

- smmmnospocesbomcnvmd - Intra-speaker

= Environment

Co-articulation

- Ambient noise
~ geechet = Microphone
= Ambiguity
- Homophones.
to, 100, two
- Word boundaries

grey tape vs. great ape
2

«wwil - Speech Recognition -

Speaker-dependent ASR
—~ Recognizes the speech of only one speaker

and control, eg UK RAF uses
%_uch a sysiem to oomrol cockpit functions (see Eurofighter
yphoo

Speaker-independent ASR
- Recognizes thespeech ot a variety of speakers
- Rail E (08457 48 49 50)

Adaptive ASR

— Are speaker independent at the outset and over time adapt to the
user through user training

- Example application: IBM ViaVoice

Zoe Handley
Department of Education, University of Oxford
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Speech Technology in CALL

~ww#- Speech Recognition - «wwil- Speech Recognition -

Isolated word recognition

Large Vocabulary Continuous ASR (LVCASR)
\ \ \
input|  Digitisation / eFx:rmaa:n \ Decode \ output
|
Pattern matching / based speech gnition 3 2
(Rodman, 1997)
~wwii- Speech Recognition - «wif- Speech Recognition -
Statistical models Large Vocabulary Continuous ASR (LVCASR)
“cae” - W-AX-N PR l\ \
\ Feature
input|  Digitisation Decode output
) u 8 ,j—( r—(_;—(ﬁ u \,J__(J | / exraction
,f wmu.--w MMM fox "AXS |ml.-w‘ ‘\ l
/\ -T-00 e ‘ Statistical models
ey sade ™\ ‘J ‘ \ U} ( e the 0.8 cat 0.6 *delete’ 0.9 sat 1.0
8&)_&>4 - L4J4 »« Y-

:
MMM o T MM f OO

33

Find the best path through the network of hypotheses

sl Speech Recognition
‘ in CALL

(I— — Vocabulary Tutors Integrating

Speech Recognition

‘ﬂmmmnw

7 * = TriplePayPis Bi
= Applications (ska Smart Start from Syrecuse) 1
= Variant of raditonal classroom activity =
- Vocabulary - Yosmusipronounce swars comectyto R
— Pronunciation T N ncancy Rt S
—Reading i ';:f&.;ﬂ.&%.,.;mm =@
— Conversation - Recogntcnemors- fase sostves ? e
— Grammar
Target

Accepted

Quatro (esp: four) Quando (esp: when)
Gracias (esp: thank you) | No grass here

Mais (fr: corn)

35

My niece

€
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Speech Technology in CALL

e ]

= SPELL Project

= Vocabulary Builder from Hyperglot
- Pronunciation scoring
* Red (tourist)
* Yellow (intermediate)
+ Green (native speaker) 7

Pronunciation Tutors Integrating

o [ —
Speech Recognition '

(Hilleret al., 1994)

Pronunciation Tutors Integrating
Speech Recognition

vttt Witrercrevere-

= Multimedia English Learning (MEL) System

(Lai et al., 2009)
38

]

Reading Tutors Integrating
Speech Recognition

IWiprrrrerers-
|

-+ Once upon a time Silly
Pilly was going to go to
2=~  school for the first time.

(Mostow and Aist, 2001, Mostow et al., 2003)
39

Conversational Tutors Integrating
Speech Recognition

~ovamiill| Wiprpeecrrr

= TriplePlayPius Bubble Dialogues = CPI Canned Conversations and

Conversations with Tracl

40

el Conversational Tutors Integrating
¥ Speech Recognition L
Spoken L (ISLE) project)

(Bernstein et al., 1999)
a

GrammarTutors Integrating

vttt S
J Speech Recognition

‘(b"lﬂrﬂnn-

= DISCO project

(Strik et al., 2009)
42
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Speech Technology in CALL

Speech Recognition in
CALL: Limitations

General purpose speech recognition systems are designed to accepta
wide range of pronunciations

--\ﬂm‘mw ’Pmmm»-

= Phonetic of g word pairs is more
than whole (Dalby and Kewley-Port,
1999)
= Uncertainty
= False positives and false negatives

43

Working Within the Limitations of
Speech Recognition in CALL

-

= Admit that the software can be “fooled”
(TriplePlayPlus Bingo Vocabulary Game)

. Hﬂm-m»m

= Input verification
~ “I'heard X. Is that what you said?"
(DynEd Queston Formaton)
= Personality of the conversational agent
— “Traci appears to be a bit absent-minded, she simply does not
listen” (Wachowicz and Scott, 1999)
(CPI Canned Conversations and Conversstons with Traci)
= Predict possible mispronunciations
(SPELL Projecn
= Constrain the dialogues
~ Multiple choice (Conversations with Traci; DISCO project),
predictable responses, high quality images (Subarashii) a

Is speech recognition
ready for use in CALL?

Basic research evaluation of speech recognition for use in CALL
= Viabilty and potential benefits of the use of speech recognition in CALL

vl

fW"'”” -

of speech for use in CALL
=~ Adequacy of speech recognation for use in CALL

Judgemental evaluation of the CALL application
- Potental of the CALL program to provide ideal conditions for SLA

Judgemental evaluation of the teacher-planned activity
= Potental of the pianned activity o provice ideal conditions for SLA

Usage evaluation of the teacher-planned activity
= Learner's performance in the planned activity

- fnu 'rmwort munud in Handiey and Hame! (2005) is a combination of the levels of
recommended by Chapelie (2001) for the evakiation of CALL activities and ty5
ELSE (1999) for the evakiation of Speech and Language Technologies (SALT)

Is speech recognition
ready for use in CALL?

of speech recog for use in CALL
- Have roc‘ud on evaluating the recognizers ability 10 detect errors in learners:
speech

R - e

— Daby and Kewley-Port um»m the aeeuu:y of word icentification and the
speech

validity of
recogniton systems
~ Rypa and Price (1999, speech sconng
with that of human raters (interrater correlation = ou human - ASR correlation =
0.61)
¢ Usage evaluation of the teacher-planned activity
Outcome orented

= Poulsen et al (2007) evaluated the Project LISTEN Reading Tutor with a group of
grade 2-4 Mispanic learners of Englsh

= Neri et al. (2008) evaluated the effects of the PARLING CAPT system on the
pronunciation accuracy of a group of 11 yr old itakan leamers of Engish

= Laiet al (2009) evakuated the effects of the MEL pronunc-ation tutor on the
phonemic anareness, and speling and reading atiities of a group of 3 grade
Taiwanese eamers of English %

Speech recognition in
CALL: Summary
= Despite the fact that many cor ial CALL applications

integrate speech recognition, few evaluations of its
effectiveness have been conducted

-N\«\\MM%Q‘ . v rw:m»‘

| Foundations |4 Neeas
S Analysis

Speech synthesis Speech recognition

(Holtand and Fisher, 2008)

a7

‘;.1 Technology |{ Prototype T’: Evaluation
| D =S

1

-n«umﬁ«« o

Speech synthesis in CALL
- Handley, Z (2009). Is Text-to-Speech Synthesis Ready for Use in
g&nguglor-nwed Language Learning? Speech Communication. 51 (10).
1
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Thank you!

Dr:v‘i"i{ @

Questions?

Zoe Handley
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